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Accuracy Enhancement for Fuzzy Time Series
using Modified Fuzzy Relationship

Kraimon Maneesilp

Department of Information Technology,
Science and Technology Faculty
Rajamangala University of Technology Thanyaburi
e-mail: kraimon@hotmail.com

Abstract— Traditional fuzzy time series have more fore-
casting errors when clustering the universe of discourse is
too low. This paper presents a new method using Cartesian
product of a matrix to define the fuzzy relationship on the
first order fuzzy time series. This technique can improve the
accuracy and reduces a number of not-found relationships
in historical time series compared to traditional method. In
the experiment, it has two scenarios to consider; the fore-
casting enrollments of the University of Alabama and the
forecasting foreign exchange rate from Euro to USS. The
results represent the errors behaviors when changing values
of various parameters and prove that proposed method
yields better accuracy than the traditional method, espe-
cially in the low clustering of the universe of discourse and
short historical time series.

Keywords:-forecasting; time series; fuzzy time series; time
series forecasting.

I. INTRODUCTION

Fuzzy time series (FTS) are popular methods in time
series forecasting, because it is simply practical tech-
nique. FTS was presented by Q. Song and B.S. Chissom
[1] in 1993. In 1996, SM. Chen proposed the Chen’s
method [4] to reduce the complexity of processes which
leads to the simpler forecasting method and forecasting
results were similar to an original one [1]. After that, C.C.
Tsai and S.J. Wu studied the high order FTS in [5, 6] and
SM. Chen proposed and applied to enrollments of the
University of Alabama on [7]. The high order FTS can
increase the forecasting accuracy with high complexity
time series, but it requires the continuous historical time
series longer than the first order FTS.

Fuzzy time series have been applied to any applica-
tion. For examples, the social information [8], meteor-
ology [9], commodity prices [10], exchange rates [11],
stock index [12] financial prediction [13] and trading
systems [14,15] In addition, the practice has developed in
conjunction with other methods to make predictions more
accurate [16,17].

The prediction accuracy of fuzzy time series is
de-pended on time series pattern, number of clustering
the universe of discourse [18] and length of historical
time series for recovered state relationships [3]. For
solves this problem, K. Huarung presented the Heuristic
models of FTS [19] after at, he and H.T. Yu proposed
Ratio-based lengths of intervals technique [20]. Moreo-
ver, N.Y.Wang and SM. Chen proposed the automatic
clustering technique for solve this problem [21]. In this
problem, the number of clustering the universe of dis-

978-1-4799-0386-3/13/$31.00 ©2013 IEEE

course have very affected to the error rate of prediction. If
it is too low, the found relationship will be rough thus the
chance of forecasting results have been rough too. In the
other hand, if it is high, it increases a probability of the
not-found relationship on a current state. This paper
proposes the new method to define the fuzzy relationship
in historical time series, applied to the first order FTS.
This method can reduce the effect of a small partitions
number on universe of discourse.

In this work, two scenarios are considered as shown in
Section IV. The first case is to forecast the enrollments of
the University of Alabama problem; it presents
fore-casting errors from the new method and compares to
the traditional one. The second one is to forecast the
foreign exchange rate from Euro to USS$ using proposed
method and traditional method when the number of par-
titions on universe of discourse and length of historical
time series haves be changed. The objective of this ex-
periment is to ob-serve forecasting error behaviors when
various parameters of systems are changed on proposed
method com-pared to traditional method.

The rest of this paper is organized as follows: Section
Il introduces the modified fuzzy relationship definition.
Section IIT explains the proposed forecasting process.
Experimental results in both scenarios have been dis-
cussed in Section IV. Finally, Section V concludes the

paper.

II. MODIFIED FUZZY RELATIONSHIP DEFINITION

The traditional fuzzy time series are normally defined
fuzzy relationships in term of max-min composition. In
[1], its definition may have more than one model to define
the fuzzy relationship, however it will employ only one
model that defined by a max-min composition. This paper
proposes another model using matrix’s Cartesian product
to define fuzzy time series and uses center of the area to
defuzzification. For the proposed method, the fuzzy time
series definition will be changed on definition from tra-
ditional model. This paper scope on first order FTS. So, it
will discuss only definition 1 to 5 of [1], as follows:

A=fy (w)/ui+ fo (ux)/us+ ...+ fy (w,)/u,

where £, is the membership function of the fuzzy set 4,
f4:U—[0, 11, f4(u,) denotes the grade of membership
of u; in the fuzzy set 4, and 1< i< n.
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Definition 1: Let Y(¢) (¢=..., 1, 2, ...) , a subset of
R', be the universe of discourse on which fuzzy sets
Jfi(t) (i=1, 2, ...) aredefined and F(¢) is a collection of
f1(2), f2(2), ... . Then F(¢) is called a fuzzy time series
definedon ¥ (¢) (¢= ..., 1, 2, ...).

The definition 1 is defined the fuzzy time series, it is
constant from traditional paper [1]. Definition 2 and 3 are
modified for covers matrix’s Cartesian product fuzzy
relationship, as follows.

Definition 2: If for any f,(1)e F(z) where jed,
there exists an fi(t=1)e F(t=1) where ie/ such
that there exists a fuzzy relation R;;(t,t=1) and,
Ji(O=fi(t=1)xR;;(t,t=1) then F(¢) is said to be
caused in F(z—1) by Cartesian product. Denote this as

Sfi(t=1)— fi(2) ()]

and
F(t—=1) — F(¢). (la)
Definition 3: If for any f(¢)e F(¢) where jed,
there exists an f;(1—1)e F(t—1) where ic/ such
that there exists a fuzzy relation R, ;(7,t—1) and,
Fi(O)=fi(t=1)xR,;(¢,t=1)let R(t,t — 1) = Xij(Ri(t,t — 1))
where * X;;> is the arithmetic mean of all fuzzy relation
itoj. Then R(z,¢—1) is called the fuzzy relation between
F(¢) and F(z—1)and define this as the following fuzzy
relational equation:

F(8)= F(t=1) )xR(t,t-1) )

Definition 4: Suppose F(7) is a fuzzy time series
(¢2=..., 1, 2, ..)and t;# ¢,. If for any fi(¢,)e F(t;)
there exists an f(¢2)e F(¢,) such fi(t1)=f;(t2) that
and vice versa, then define F(z,)= F(¢,) .

Definition 4 is constant from traditional paper [1].
However definition 5 has been modified follows.

Definition 5: Suppose R, (t,t — 1) = X j(RE(t,t - 1))
and Ry(t,t — 1) = X;;(R(t,t — 1)) are two fuzzy relations
between F(z) and F(z—1). If for any f;(t)e F(t) where
J€J there exists as f;(1~1)e F(t—1) where ie/ and
fuzzy relations R}(t,t—1) and R3(t,t—1) such that
fi) = fit = 1) x Rt - 1) and fi(t) = fi(t — 1) x Ry (¢, e — 1)
, Then define

Ri(t,t=1)= Ry(t,t-1)

ITI. FORECASTING PROCESS

The forecasting processes have 6 steps. It consists of 3
steps in design processes and 3 steps for learning and
forecasting. Procedures are as follows.

Step 1: Define universe of discourse U as
[Dimin=D\ , Dyox + D5 ] when D,,,, and D @are minimum
and maximum of values in historical data, respec-
tively. D, and D, are two proper positive values which D,
is round down value of D,,,, and D is round up value of
Dpax - We use data from Song and B.S. Chissom [2]. The

(V%)

minimum and maximum values of enrollments historical
data are 13,055 and 19,328, defined D, = 55 and
D, = 672. Thus, the universe of discourse values are as-
signed from 13,000 to 20,000.

Step 2: Partition the universe U into n equal length
steps. In this case, we partition U to 8 steps, as follows
51=13,000, 5, =14,000, 55=15,000, s,=16, 000, ss=17, 000,
56=18,000, 5,=19,000 and sg =20,000.

Step 3: Define Fuzzy memberships function into
triangle membership form using Ue { U, U,, Us, ...,
Un} when U, has the apex at S; and slope down to base of
triangle at S, and S;.,. For boundary step (Spand S,,), the
membership values are saturated to 1 at all enrollments,
because they are exceeding the range of universe of
discourse. This fuzzy membership function is shown in
Fig.1.

member ships values

12000 13000 14000 15000 16000 17000 18000 19000 20000 21000

enroliments
Fig.1. Fuzzy memberships function

Step 4: Fuzzified the historical data by the fuzzy
membership function in step 3 in form of horizontal
vector matrices. Fuzzified historical data at time / is

T
A= [uuli Hu,, Huy, - uuni] : 4

Using step 1 - 3 to Fuzzified enrollments data in

original papers [2, 3, 4], the result is illustrated in
Tablel.
Tablel. Fuzzified enroliments data

Aq| Year | Enroliments | Huy | Hu; | Ky | Huy Hug| Hug| Ky, | Hyg
A, | 1971 13055/0.945(0.055 of o of o o o
A, | 1972 13563|0.437(0.563| o] o o o o o
Ay | 1973 13867/0.133/0.867 0 0 0 0 0 0
A, | 1974 14696 0]|0.304{06%| O o of o o
As | 1975 15460 0| 0| 054/ 046 o o o o
Ag | 1976 15311) 0| o0|0689[0311] o of o o
A, | 1977 15603| 0| 0[0.397[0.603] o o o o
Ag | 1978 15861 0| o0fo.139/0o.861| o of o o
Ag | 1979 16807 0| o 0[0.193|0.807] o o o
Aqpl 1980 16919 0| 0| 0[0.0810913] o o o
Aj,| 1981 16388| 0| 0| o0[0612/0388 of o o
Ajp| 1982 15433 0| 0[0.567{0433] o o o o
Ajz| 1983 15497 0 0/0.503|0.497 o o 0 o
Ayl 1984 15145/ 0| 0[0.855(0.145| o o o o
Ags| 1985 15163 0| o0|0.837(0.163] o o o o
A | 1986 15984/ 0| o0[0.016[0.984| o of o o
A,5| 1987 16859 0 0 0/0.141(0.859 0 o o
Ajg | 1988 18150 0| o o o o] o085 015 o
Ao | 1989 18970 o o of o o 003|097 o
Az | 1990 19328/ 0| o o o0 o 0]|0672/0.328
Apq| 1991 193370 o of of o of 0][0663]0.337
Az 1992 18876 0| o o 0| o0|o.124]/0.876] o

—_—
89}
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Step S: Define the length of historical time series w
and find the fuzzy relation matrix R*(z,1~1) from

R(t,¢t-1) by
R(t,t—1) = Ay X AT (5)
and
—_lyw-1 &k
ry = =g 1 (6)
when
o T
w ~W y
R¥(t,t — 1) = 25 . 72‘,2 Tz?n (7)
i Tma v T
and
T Tyw
RGt—it—i-1)=|Ta T2 ol (8)
r?‘f’l 1 7.751,2 rr£1,n
Step 6: Forecast next data from
AI+]= R“l(t:t_l) X AI (9)
And
COA(AH.l):IAH-lI #0
1 ={ 10
FE+D=1r), Aesal = 0 ao

When F(¢) and F(¢+ 1) is current state data and next
state data from time series, respectively. COA(A,+y) is
center of area of 4,.; and |4,.,| is scalar value of vector
A+ and

Z?=1 Auui (A)s;
?:1 l-‘ui (A)

COA(A) = (an

where n is clustering the universe of discourse,
#y;(A)  is membership value of 4 on s,

In practical, the system has been constructed by step
1-3 of forecasting process. Thereafter, we will know the
number of the universes of discourse partitions, the
membership functions and maximum values of all
membership functions. Then, we define a length of his-
torical time series for training (w) and design the structure
of system as follows.

* Create 2 of one dimensional arrays, names are
A[i] and B[i] for a fuzzification process. Their
lengths are equivalent to the number of the un-
iverses of discourse partitions.

e Create a three-dimensional array, namely
R[4, j, k], to store R-matrices. Dimensions i and j
are equivalents to number of the universes of
discourse partitions. The dimension k is equiva-
lent to the length of historical time series for
training (w).

(O8]

¢ Construct the Relationship matrix calculation part
as shown in Fig2.

A

EEFFFFFEF

=w-1

Fig.2. Relationship matrix calculation part

After relationship matrix calculation part has been
constructed, the system must be prepared values before
using it. It can do follows:

e Fuzzified 4, and 4,_, with membership func-
tions, store in A[/] and B[i], respectively.

e Calculating 7; by i’; = Al X Bj .

e Fuzzified 4, | and 4,-, by membership func-
tions, store in 4[] and B[ /], respectively.

* Calculating 75 jusing 4[]and B[]similar 7",

® Repeated above steps for all elements of
R[i,J k].

e Create a two-dimensional array, named
RWTi,jlfor R¥(¢,t—1) matrix. The dimen-
sions i and j are equivalents to the number of
the universes of discourse partitions.

o Uses the equation (6) for calculating all ele-
ments of RW [, j].

For forecasting, we must construct the forecasting part
which is composed by R#[i, j] and two of one- dimen-
sional array.. as shown in Fig3. It is constructed by:

¢ Create two of one-dimensional array; namely
N[i] and F[i], for defuzzification process.
Their lengths are equivalent to the number of
the universes of discourse partitions.

e Construct the forecast part as illustrated in
Fig3.

(U5}
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L N1 L I 1"1‘,’1 [N R R R
[A_ N2 I A S 7
(4 |ne IS s
(4 |ne R Wi | e | |
AI )LA— = 2
L4 |ne Teg
4| n~7 "
LL N8 AT
Fi1 F2|F3|F4]F5,F6|F7 F8
coa
~
F,
t+1

Fig.3. Forecasting part

The forecasting process starts by, Fuzzified 4, by
membership functions and stores it in N[i] and then
calculates the forecasting vector by equation (9) and
stores it into F[i]. Finally, we use equation (11) for
calculating the forecasting output of this state.

IV. EXPERIMENTAL

Our experiment focus on two scenarios; the first one is
test forecasting performance on forecasts enrollments of
the University of Alabama [4] with our proposed method,
compared to the traditional method and Chen's method,
respectively. The second one is forecasting EURO to
USS exchange rate, when using any clustering the un-
iverse of discourse and length of historical time series to
observe the clustering the universe of discourse affected
of traditional method compare to proposed method.

Table2. Forecasting results of proposed method and original methods

Proposed method | Song and Chissom[2]| Chen’s method

Year |Actual Error Error Error
Forecast (%) Forecast (%) Forecast | (%)

1971 13055 = = = - - =
1972] 13563 13800| 1.747 14000 3.222 14000| 3.222
1973 13867 14221| 2.553 14000 0.959 14000( 0.959
1974| 14696 14440| 1.742 14000| 4.736 14000| 4.736
1975| 15460 15411| 0.317 15500 0.259 15500| 0.259
1976] 15311 15794 3.155 16000 4.5 16000 4.5
1977] 15603 15714| 0.711 16000 2.544 16000| 2.544
1978 15861 15870/ 0.057 16000 0.876 16000/ 0.876
1979 16807 16004| 4.778 16000| 4.802 16000| 4.802
1980] 16919 16659| 1.537 16813| 0.627 16833| 0.508
1981] 16388 16799 2.508 16813| 2.593 16833 2.715
1982| 15433 16291 5.56 16709] 8.268 16833| 9.071
1983 15497 15779 1.82 16000| 3.246 16000| 3.246
1984 15145 15814 4.417 16000 5.645 16000| 5.645
1985 15163 15623| 3.034 16000 5:52 16000 5.52
1986| 15984 15633| 2.196 16000 0.1 16000 0.1
1987/ 16859 16067| 4.698 16000 5.095 16000| 5.095
1988| 18150 16721| 7.873 16813| 7.366 16833| 7.256
1983 18970 19050| 0.422 13000 0.158 13000| 0.158|
1990| 19328 19184| 0.745 19100 1.18 13000| 1.697
1991 19337| 19177| 0.827 19000 1.743 13000| 1.743
Average errors (%) 2.535 3.172 3.233
Minimum error (%) | 0.057 0.1 0.1
Maximum error (%) | 7.873 8.268 9.071

The results of the first scenario are shown in Table2.
The average error percentage of proposed method is only
2535 compared to 3.172 for Q. Song and BS. Chissom's

method and 3233 for Chen's method. In the same way,
minimum error percentage and maximum error percen-
tage of proposed method are lower than the two tradi-
tional methods. The forecasting out of each method
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Fig.4. Compared results of proposed method with original method

The second scenario experiments the errors beha-
viors, when the number of partitions on the universes of
discourse and length of historical time series (w) are
changed. In this case, we compare the result between
proposed method and Chen’s method. The experiments
use time series of daily exchange rate of EURO to US$
from Jan 2, 2013 to Jun 28, 2013. The exchange rate is
come from Web site of Federal Reserve System [22].
They are tested on 4 lengths of historical time series at
w=3, w=5, w=8, w=10. The observations are the root
mean square error (RMSE) and count of not-found fuzzy
relationship in historical time series (NFR) of forecasting
process.
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Fig.5. Result of section 2 when setting w at 3

The result of scenario two when setting w =3 is shown
in Fig.5. We can see; the RMSE of proposed method has
little changed from 0.008. The train of changed is slow
down. In the other hand, the RMSE of Chen’s method is
very high when the number of partitions is lower 5 and it
comes to near the RMSE of proposed method at number
of partitions is 7. After that, its RMSE is nearly proposed
method.

The proposed method do not has the NFR when the
number of partitions is lower than 10. In the other hand,
when the number of partitions is more than 10, the NFR
growth rate is lower than Chen’s method.
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Fig.6. Result of section 2 when setting w at 5
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At w=5, the results have a trend similar to w=3 but
slope of proposed method is higher than earlier one.
However, the minimum error is equivalent to w=3 which
is around 0.008.
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Fig.7. Result of section 2 when setting w at 8

At w=8 and 10, the results of all methods are closely
related. The minimum error is around 0.008 and
maxi-mum is around 0.012. However, the RMSE of
proposed method is smoothly changed but the RMSE of
Chen’s method swings near the RMSE of proposed me-
thod.

The results of proposed method have more efficiency
than traditional when applied at low number of partitions
and short lengths of historical time series. However, at the
high number of partitions and short lengths of historical
time series, the efficiency of proposed method is similar
to the traditional method.
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Fig.8. Result of section 2 when setting w at 10

V. CONCLUSION

First section of the experiment proves that the
pro-posed method has average error, minimum error and
maximum error less than the traditional method and
Chen's method. The second one shows that the proposed
method can reduce the occurrence of not-found fuzzy
relationship in historical time series. The relationship
between the number of partitions and forecasting error, in
the case of the traditional method, RMSE is higher at the
low number of partitions and decreases when it is higher,
while the proposed method has little changed when
number of partitions is changed. This effect has also been
confirmed by the results of all parameters, which show
that it also has features like this, even if a time series is
changed.

All experiments demonstrate that the proposed system
can reduce forecasting errors, especially the case of the
divided universe of discourse that is too small. The
proposed method can also reduce the event not-found
fuzzy relationship in historical time series which makes
forecasting method is practical especially in low clus-
tering the universe of discourse and short historical time
series.
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